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PROJECT GOALS & SCOPE

▸ To analyze job postings for potentially biased language, 
which may be a cause of very gender-skewed jobs.  

▸ Scrape job postings, analyze with supervised and 
unsupervised NLP techniques.  

▸ This could be the basis for a “Turn-it-in” Style tool that 
could take text input, and provide analysis and 
suggestions for neutralizing the language.
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EXAMPLES OF GENDERED LANGUAGE

▸ Masculine: 

▸ Active 

▸ Domina* 

▸ Decisive 

▸ Analy* 

▸ Objective 

▸ Self-reliant 

▸ Feminine: 

▸ Communal 

▸ Connect* 

▸ Cooperative 

▸ Interdepend* 

▸ Support* 

▸ Together*

Gaucher, D., Friesen, J., & Kay, A. C. (2011, March 7). Evidence That 
Gendered Wording in Job Advertisements Exists and Sustains Gender 
Inequality. Journal of Personality and Social Psychology
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DATASET

▸ Text analysis of job postings from indeed.com to assess for possible gender-biased language 

▸ The job types are:  

▸ Female: Text Analytics, Text Mining, Speech Recognition, NLP 

▸ Male: Machine Learning, Apache Spark, Pattern Recognition, Neural Networks 

▸ Techniques used: 

▸ Beautiful Soup 

▸ I scraped over 7,800 job postings from indeed.com with an iterative scraper that worked 
through hundreds of pages of job postings. 

▸ Due to duplicates (I.e. an NLP/Machine Learning posting) the dataset was reduced to 4,300. 

▸ Additionally, I removed one of the job types (computer vision) to reduce the possibility of class 
imbalance.  Female fields represented 34% of the dataset. The dataset ultimately consisted of 
3700 postings.

http://indeed.com
http://indeed.com


NOTEBOOKS AND 
CODE



BEAUTIFUL 
SOUP SCRAPER

8 DIFFERENT JOB 
TITLES

https://github.com/tshaefrench/dataviz/blob/master/Final%20Capstone/Beautiful%20Soup%20for%20ML.ipynb


ORM AND 
SQLITE STORAGE

DATABASE 
MANAGEMENT

https://github.com/tshaefrench/dataviz/blob/master/Final%20Capstone/pony_main.py
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SCRAPING AND STORAGE

▸ I scraped hundreds of sites 
like you see here 

▸ Time intensive. 

▸ I used an Object Relational 
Manager to feed the scraped 
data into a SQLite database, 
which was more reliable for 
larger datasets than a JSON 
file.



UNSUPERVISED 
APPROACH

GENSIM AND 
PYLDAVIZ

https://github.com/tshaefrench/dataviz/blob/master/Final%20Capstone/pony_main.py


THINKFUL FINAL CAPSTONE

EVALUATING COHERENCE

▸ After evaluating the coherence of 
the LDA, it would be unwise to go 
above about 10 topics since there 
is a plateau and drop-off at that 
point.
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UNSUPERVISED APPROACH-TECHNIQUES USED

▸ Gensim 

▸ Open source Python (& Cython) 
product for unsupervised topic 
modeling and NLP. 

▸ Latent Dirichlet Allocation 

▸ Topic Modeling that projects the 
data into a space, and produces the 
most salient terms. 

▸ PyLDAviz 

▸ Visualization of the above.





SUPERVISED 
APPROACH

TF-IDF AND BOW

https://github.com/tshaefrench/dataviz/blob/master/Final%20Capstone/pony_main.py
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BAG OF WORDS

▸ Models used: 

▸ K-Means: Unfortunately, 
did not perform well. 

▸ LSA with Bow: Much 
more helpful. 

▸ LSA with Bigrams: Even 
better 

▸ Best model with 83% 
Cross-Val score.
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TF-IDF

▸ Models used: 

▸ K-Means Mini-batch: Helpful in generating 
understanding “behind the scenes” batches 1 & 2 
appear very balanced. 

▸ Gradient Boosting Classifier performed best here, and 
was able to match the job to its type (1 of the 8) with a 
score of 87.
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K-MEANS MINI-BATCH

▸ Speech Recognition was heavily 
clustered in two of the batches.  

▸ Cluster 1 has many male-
dominated fields clustered within 
it.  The female fields are not highly 
represented. 

▸ Cluster two is relatively balanced. 

▸ Cluster 5 is an example of one of 
the more Speech Recognition 
skewed clusters.



FURTHER UNSUPERVISED 
APPROACH

LDA PROJECTION

https://github.com/tshaefrench/dataviz/blob/master/Final%20Capstone/pony_main.py
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LDA PROJECTION

▸ With this, we project three new job 
descriptions into the LDA space, 
and measure the distance between 
the new postings, based on the 
understanding of the Latent 
Dirichlet Allocation. 

▸ Each topic (word in our case) has 
an associated alpha which is 
plotted in a shape like this.

https://medium.com/@lettier/how-does-
lda-work-ill-explain-using-
emoji-108abf40fa7d



This shows that the difference between 
the balanced and female descriptions and 

the difference between the Deep 
Learning is much larger than the 

difference between the NLP and Pattern 
Recognition.
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ANALYSIS OF LDA PROJECTION

▸ Three new job descriptions were projected into 
the LDA Space: 

▸ NLP (Female-dominated) 

▸ Deep Learning Engineer (Balanced) 

▸ Pattern Recognition (Male-Dominated) 

▸ As it turns out, the least similar descriptions are 
the balanced and male-dominated description, 
whereas the most similar descriptions are the 
balanced, and female-dominated fields.   

▸ This suggests that the female, and balanced 
fields might have the most similar postings, 
and the male-dominated fields would be the 
most different of the group. 

Deep 
Learning 
Engineer

Natural 
Language 
Processing

Natural 
Language 
Processing

Pattern 
Recognition

Pattern 
Recognition

Deep 
Learning 
Engineer
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OUTCOMES AND FURTHER RESEARCH

▸ In short, the project did not produce some of the definitive results 
I was looking for.  However, I still think it had some valuable 
outcomes 

▸ LDA Projection 

▸ Modeling and classification 

▸ PyLDAviz 

▸ A larger corpus could help promote understanding, so to improve 
the project, I would increase the corpus size and try some of the 
same approaches.
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OUTCOMES AND FURTHER RESEARCH

▸ Something like this would be the 
ideal outcome from this project.  
However, I think just creating 
awareness with the project helps 
us not to skew a posting either 
way, but perhaps promote an 
equitable work environment that 
brings together all of the best 
talent available.



THANKS FOR ATTENDING!  
QUESTIONS?

@tshaefrench

@datatf


